
Digital Communications 1

Written exam on June 24, 2014

Institute of Telecommunications

Vienna University of Technology

Please note:

• You may use the official lecture notes, a pocket calculator, and a collection of mathematical

formulas.

• Personal notes, materials from exercise classes, and pre-calculated problems may not be

used.

• Legible writing and a clear layout of your derivations and solutions are absolutely necessary!

• Provide detailed derivations. When using results from the lecture notes, they must be

explicitly referenced.
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Problem 1 (20 credits)

Consider BPSK signaling on a diversity channel, where the received signal at the output
of channel l is

rl(t) = αlag(t) + wl(t), l = 1, 2.

Here, a ∈ {−1, 1} is the transmit symbol, g(t) is the transmit pulse with energy Eg, and
the wl(t) are independent complex WGN processes with power spectral density N0. The
squared channel coefficients {α2

l } are independent and exponentially distributed with
E{α2

l } = 1. Note: The pdf of an exponentially distributed random variable x with
parameter λ is given by

f(x) =

{

λe−λx x ≥ 0
0 x < 0,

where E{x} = 1/λ.
The receiver achieves selection diversity by making a decision considering only the

stronger channel. More specifically, the receiver first determines the channel with the
larger amplitude, i.e., l̂ = argmaxl∈{1,2} αl, and then calculates the inner product of the
corresponding channel output rl̂(t) with the transmit pulse,

c = 〈rl̂, g〉.
A decision in favor of symbol +1 is made if Re{c} > 0, and in favor of symbol −1
otherwise.

a) Determine the pdfs of the SNRs γl , α2
lEg/N0 at the individual channels l = 1, 2.

Are the SNRs γl independent?

b) Let γ denote the SNR of the stronger channel, i.e., γ = max{γ1, γ2}. Show that the
bit error probability for the system conditioned on γ is given by P{Eb|γ} = Q(

√
2γ).

c) Show that the pdf of γ = max{γ1, γ2} is given by

f(γ) =

{

2
γ̄

(

e−γ/γ̄ − e−2γ/γ̄
)

γ ≥ 0

0 γ < 0.

Hint: The cdf of an exponentially distributed random variable x with parameter λ
is given by

F (x) = 1− e−λx.

d) Show that the bit error probability for the system is given by

P{Eb} =
1

2

[

1− 2

√

γ̄

1 + γ̄
+

√

γ̄

2 + γ̄

]

.

Hint:
∞
∫

0

Q(
√
x)

e−x/α

α
dx =

1

2

[

1−
√

α

2 + α

]

.
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Problem 2 (20 credits)

Consider a passband PAM system with symbol alphabet A = {−3, 3,−3j, 3j}. The
symbols A[k] are assumed white and uniformly distributed.

a) For transmission, the symbol sequence A[k] is transformed into a sequence B[k] =
A[k] + αA[k − 1]. Calculate the power spectral density SB(e

jθ) of the transformed
symbols B[k].

b) The equivalent baseband transmit signal is SLP(t) =
∑∞

k=−∞B[k]g(t−kTs). Calcu-
late the power spectral density SS̄LP

(jω) of the stationarized transmit signal S̄LP(t).

c) The spectrum SS̄LP
(jω) is required to be zero at frequency ω = π

Ts
. Which choice of

α satisfies this condition?

d) Assume that the transmit pulse g(t) is a sinc pulse: g(t) = sinc( πt
Ts
). Sketch the

power spectral density of the stationarized transmit signal SS̄LP
(jω) for this case,

using the α calculated in c).
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Problem 3 (20 credits)

For two complex signals x(t) and y(t), consider the quantities ‖x‖, ‖y‖, and 〈x, y〉.

a) Show how these quantities are changed by the following transformations of both
signals x(t) and y(t):

a1) a frequency shift by ω0;

a2) multiplication by a constant factor α ∈ C.

b) Consider the signals

x(t) =

∣

∣

∣

∣

t

T

∣

∣

∣

∣

rect(t;T ), y(t) = −
∣

∣

∣

∣

t

T
− τ

∣

∣

∣

∣

rect(t;T ) ,

with 0 < τ ≤ 1.

b1) Calculate ‖x‖, ‖y‖, and 〈x, y〉.
b2) Sketch 〈x, y〉 as a function of τ .
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Problem 4 (20 credits)

Asymmetric constellations provide a simple method for unequal error protection, where
important bits can be protected more than bits of lesser importance. Consider an asym-
metric QPSK constellation as shown in Figure 1, where the mapping of two bits b1 b2
into each signal point is also shown. The information bits are equally likely. Communica-
tion is performed over an AWGN channel with two-sided power spectral density N0

2
. The

transmission is ISI-free with gain factor |p[0]|.
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Figure 1: Asymmetric QPSK (as seen at the slicer input).

a) Draw the decision regions of the receiver that minimizes the symbol error probability.

b) Determine the symbol error probability of the receiver in a) as a function of |p[0]|√
N0Ef

,

where Ef denotes the energy of the receive filter.

c) Determine the bit error probabilities for bits b1 and b2 separately (denoted P{Eb1}
and P{Eb2}). Which bit is more protected and why?

d) Assume that N0 = 10−6 and Ef = 1. How large does |p[0]| need to be set to achieve
P{Eb1} ≤ 10−3? How large is P{Eb2} at that value of |p[0]|?
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