
Stochastic Analysis, WS 2019
Exercise sheet 1

Dragana Radojičić, FAM, TU Wien

Let (Ω,A, P ) be a probability space.

Exercise 1) Let Y ∼ N (0, 1), M : Ω→ {−1, 1} with P (M = 1) = P (M = −1) and Z := YM . Assume
that Y,M are independent.

Show that Y,Z are uncorrelated standard normal random variables, i.e. Z ∼ N (0, 1) and

Cov(Y,Z) =

(
1 0
0 1

)
,

but (Y,Z) is not a normal random variable.

Exercise 2) Let X and Y be random variables with finite first moment defined on a probability space
(Ω,A, P ).

(a) Show that if X and Y are independent, then their covariance is zero.

(b) Find an example when X and Y are uncorrelated, but not independent. (Please don’t
use example from the Exercise 1.)

Exercise 3) (Moments of the one-dimensional centered normal distribution). Let Y ∼ N (0, σ2) with
σ2 ≥ 0. Show for all n ∈ N that E[Y 2n+1] = 0 and

E[Y 2n] =
(2n)!

n!

(
σ2

2

)n

.

Hint: Combine e|Y | ≤ eY + e−Y , Exercises 2.16 and 2.18(a) to show the existence of the
moments. The power series representation of the exponential function,

E[etY ] =
∞∑
n=0

tnE[Xn]

n!
, t ∈ R (1)

and the identity theorem for power series give the moments. Alternatively, partial integra-
tion can be used.

Exercise 4) Let Y ∼ N (µ,C) where µ ∈ Rn and C ∈ Rn×n. Show that

E
[
e〈t,Y 〉

]
= exp(〈t, µ〉+

1

2
〈t, Ct〉), t ∈ Rn.

Hint: Prove the one-dimensional case by explicit calculation and completion of the square.


