
389.166 Signal Processing 1 - Matrix Computation 30. January 2014

Guidelines

• Write your name and matriculation number on each sheet of paper.

• Only clearly readable exercise-elaborations are evaluated.

• Results have to be provided together with an evident way of calculation.

• Keep textual answers short and concise. Lengthy or vague statements won’t
gain points.

Exercise 8.1 (0.75 points)
1. Prove the following equality

eA ⊗ eB = eA⊕B. (1)

2. Prove the following equality

trace (ABC) = vec
(
AT
)T

(I ⊗B)vec (C) . (2)

3. Consider the following N ×N matrix:

ĪN =


0 1 · · · · · · 1
1 0 1 . . . 1
...

. . . . . . . . .
...

1
. . . . . . 0 1

1 · · · · · · 1 0


Calculate the eigenvalues of

• ĪN
• IN ⊗ ĪN
• ĪN ⊗ IN
• MN = IN ⊗ ĪN + ĪN ⊗ IN
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Exercise 8.2 (0.75 points)
1. Consider the following equation:

AX −XB = C, (3)

where A,B and C are full-rank known n×n matrices and X is to be deter-
mined.

a) Show that the equation can be rewritten as(
(I ⊗ A) + (−BT ⊗ I)

)
x = c (4)

where x = Vec(X) and c = Vec(C).

b) Show that the equation has a unique solution if and only if A and B
have no common eigenvalues.

2. Show that if Hn and Hm are Hadamard matrices of order n and m respec-
tively, then Hn ⊗Hm is also a Hadamard matrix. What is its order?

3. Let the projection matrix PQ be generated from a unitary matrix Q ∈ CN×N .
Calculate the eigenvalues of PQ and I −PQ. Now investigate the matrix Q̃,
which contains M < N columns of Q. What are the eigenvalues of PQ̃?
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Exercise 8.3 (0.75 points)
1. Let A ∈ Rm×n and B ∈ Rp×q. Show that

A⊗B = (A⊗ Ip)(In ⊗B) = (Im ⊗B)(A⊗ Iq). (5)

2. Now, let A =∈ Rm×n, B ∈ Rq×r, C ∈ Rn×p and D ∈ Rr×s. Show that

(A⊗B)(C ⊗D) = (AC)⊗ (BD). (6)

(Hint: exploit your previous result.)

3. Let A be of size m×m and B be of size n× n. Show that

det(A⊗B) = det(A)ndet(B)m. (7)

4. Show that trace (A⊗B) = trace (A) trace (B).

5. If x = [x1, . . . ,xm]T is an eigenvector of A corresponding to the eigenvalue
α, and y = [y1, . . . ,yn]T is an eigenvector of B corresponding to β, then

show that z = [x1y
T , . . . ,xmy

T ]T is an eigenvector of A⊗B associated with
α · β.
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Exercise 8.4 (0.75 points)
Define the vec-permutation matrix as

Pmn ,


Im ⊗ eT1n
Im ⊗ eT2n

...
Im ⊗ eTnn

 (8)

with Pmn ∈ Rmn×mn, and ein , [0, . . . ,0,1,0, . . . ,0] is a n-dimensional vector
which has a 1 at the i-th position and zeros elsewhere. Show that

1. Pmn can equivalently be expressed as

m∑
j=1

n∑
k=1

(ekn ⊗ ejm)(ejm ⊗ ekn)T , (9)

2. P T
mn = Pmn, and

3. PmnP
T
mn = P T

mnPmn = Imn.
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